# On the distribution of the zeros of some polynomial maps $(P, Q): \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ 

Jaume Llibre<br>Universitat Autònoma de Barcelona

Lleida, January 11, 2024
This is a joint work with Claudia Valls

Chavarriga 1997

## Chavarriga 1997

## Chavarriga-Giné 1999

## Chavarriga 1997

Chavarriga-Giné 1999
Chavarriga 2005

## Chavarriga 1997

Chavarriga-Giné 1999
Chavarriga 2005
Giné-Garcia-Grau 2010

Chavarriga 1997
Chavarriga-Giné 1999
Chavarriga 2005
Giné-Garcia-Grau 2010
Giné-Garcia-Grau-Maza 2012

Chavarriga 1997
Chavarriga-Giné 1999
Chavarriga 2005
Giné-Garcia-Grau 2010
Giné-Garcia-Grau-Maza 2012
Up to now with Jaume Giné up we have published together 60 papers.

Consider two polynomials $P(x, y)$ and $Q(x, y)$ with real coefficients of degrees $n$ and $m$ respectively with $m \geq n$.

Consider two polynomials $P(x, y)$ and $Q(x, y)$ with real coefficients of degrees $n$ and $m$ respectively with $m \geq n$.

Then we say that the polynomial map $(P, Q): \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ has degree ( $n, m$ ).

Consider two polynomials $P(x, y)$ and $Q(x, y)$ with real coefficients of degrees $n$ and $m$ respectively with $m \geq n$.

Then we say that the polynomial map $(P, Q): \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ has degree ( $n, m$ ).

We assume that the map $(P, Q)$ has exactly $n m$ different real zeros.

Consider two polynomials $P(x, y)$ and $Q(x, y)$ with real coefficients of degrees $n$ and $m$ respectively with $m \geq n$.

Then we say that the polynomial map $(P, Q): \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ has degree ( $n, m$ ).

We assume that the map $(P, Q)$ has exactly $n m$ different real zeros.

The objective of the paper is to study the distribution of the $n m$ zeros of the map $(P, Q)$ in the plane $\mathbb{R}^{2}$ when $n=1,2,3$ and $m \leq 4$.
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We also say that the zeros of $(P, Q)$ belonging to $A_{i}$ are on the $i$-th level.
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evaluated at each zero does not vanish, and for any polynomial $R$ of degree $\leq m-1$ we have

$$
\sum_{a \in A} \frac{R(a)}{J(a)}=0
$$

where $A$ is the set of the $n m$ zeros of the polynomial map $(P, Q): \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$. This is the Euler-Jacobi formula.
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4) Let $X=(P, Q)$ be a polynomial vector field of degree $n$. If $X$ has $n+1$ equilibrium points on a straight line then this line is full of equilibrium points.
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$$
\frac{R\left(P_{1}^{-}\right)}{J\left(P_{1}^{-}\right)}+\frac{R\left(P_{2}^{-}\right)}{J\left(P_{2}^{-}\right)}=0 .
$$

Since $J\left(P_{1}^{-}\right)<0$ and $J\left(P_{2}^{-}\right)<0$ we have that $R\left(P_{1}^{-}\right) R\left(P_{2}^{-}\right)<0$, so the points $P_{1}^{-}$and $P_{2}^{-}$are in distinct sides of the straight line $R$. But this does not guarantee that the convex hull of the four equilibrium points be a convex quadrilateral.

Now apply the Euler-Jacobi Formula being the polynomial $R$ the straight line through the points $P_{1}^{+}$and $P_{1}^{-}$:

$$
\frac{R\left(P_{2}^{+}\right)}{J\left(P_{2}^{+}\right)}+\frac{R\left(P_{2}^{-}\right)}{J\left(P_{2}^{-}\right)}=0 .
$$

$$
\frac{R\left(P_{2}^{+}\right)}{J\left(P_{2}^{+}\right)}+\frac{R\left(P_{2}^{-}\right)}{J\left(P_{2}^{-}\right)}=0 .
$$

Since $J\left(P_{2}^{+}\right)>0$ and $J\left(P_{2}^{-}\right)<0$ it follows that $R\left(P_{2}^{+}\right) R\left(P_{2}^{-}\right)>0$,

$$
\frac{R\left(P_{2}^{+}\right)}{J\left(P_{2}^{+}\right)}+\frac{R\left(P_{2}^{-}\right)}{J\left(P_{2}^{-}\right)}=0 .
$$

Since $J\left(P_{2}^{+}\right)>0$ and $J\left(P_{2}^{-}\right)<0$ it follows that $R\left(P_{2}^{+}\right) R\left(P_{2}^{-}\right)>0$, hence the points $P_{2}^{+}$and $P_{2}^{-}$are in the same side of the straight line $R$.

$$
\frac{R\left(P_{2}^{+}\right)}{J\left(P_{2}^{+}\right)}+\frac{R\left(P_{2}^{-}\right)}{J\left(P_{2}^{-}\right)}=0 .
$$

Since $J\left(P_{2}^{+}\right)>0$ and $J\left(P_{2}^{-}\right)<0$ it follows that $R\left(P_{2}^{+}\right) R\left(P_{2}^{-}\right)>0$, hence the points $P_{2}^{+}$and $P_{2}^{-}$are in the same side of the straight line $R$. This implies that the convex hull of the four equilibria is a convex quadriateral.

$$
\frac{R\left(P_{2}^{+}\right)}{J\left(P_{2}^{+}\right)}+\frac{R\left(P_{2}^{-}\right)}{J\left(P_{2}^{-}\right)}=0 .
$$

Since $J\left(P_{2}^{+}\right)>0$ and $J\left(P_{2}^{-}\right)<0$ it follows that $R\left(P_{2}^{+}\right) R\left(P_{2}^{-}\right)>0$, hence the points $P_{2}^{+}$and $P_{2}^{-}$are in the same side of the straight line $R$. This implies that the convex hull of the four equilibria is a convex quadrilateral. Therefore statement (b) of the Berlinskii's Theorem is proved.

$$
\frac{R\left(P_{2}^{+}\right)}{J\left(P_{2}^{+}\right)}+\frac{R\left(P_{2}^{-}\right)}{J\left(P_{2}^{-}\right)}=0 .
$$

Since $J\left(P_{2}^{+}\right)>0$ and $J\left(P_{2}^{-}\right)<0$ it follows that $R\left(P_{2}^{+}\right) R\left(P_{2}^{-}\right)>0$, hence the points $P_{2}^{+}$and $P_{2}^{-}$are in the same side of the straight line $R$. This implies that the convex hull of the four equilibria is a convex quadrilateral. Therefore statement (b) of the Berlinskii's Theorem is proved.

Similar arguments prove statement (c) of the Berlinskii's Theorem.
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